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ABSTRACT. Urban growth is associated with a number of environmental issues. One of the most serious environmental concerns is the air pollutants and increasing greenhouse gas (GHG) emissions. This study presents a comprehensive review of the impact of urban form on the GHG emissions from household vehicles. A comparative study encompassing the methods used for identifying the relationship between urban form and vehicle GHG emissions was conducted. Households with different urban forms have different GHG emissions in different urban forms were investigated, drawing upon various existing studies. The internal variables that define urban form, such as density, connectivity, land use mix, and accessibility, were further discussed with respect to their degree of influence on household vehicle GHG emissions. Finally, a discussion of opportunities in urban form which may be conducive to household vehicle GHG emission mitigation in the long term was presented.
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1. Introduction

Urban growth, especially the conversion of land to urban uses, is associated with a number of environmental issues. One of the most serious environmental concerns is the increasing greenhouse gas (GHG) emissions (Zhang et al., 2019; Cai et al., 2020; Chen et al., 2020; Hu and Xia, 2020). According to previous studies, the relationship between urban form and GHG emissions is highly complex. It directly or indirectly contributes to GHG emissions from multiple perspectives and the impact has been shown to be significant (Sun et al., 2014; Fang et al., 2015; Song et al., 2019). In this context, urban form refers to the spatial organization and functional units of a city. It reflects the growth and expansion of cities, as well as the history of human activity in that location. The classification of urban form is expressed in a broad array in the literature. The compact city and dispersed city are widely recognized as the major poles in this range, while other classifications, such as monocentric city and polycentric city, are found closer to the middle of the range (Tsai, 2005). A considerable amount of research has been carried out examining the relationship between the spatial allocation of urban development and the associated environmental issues, especially GHG emissions. Ishii et al. (2010) for instance, tested energy-saving technologies such as photovoltaic cells and combined heat and power (CHP) in three urban forms as predicted in scenarios for the years 2030 and 2050. In terms of the benefits of both photovoltaic cells and CHP, their results showed that medium density typically outperforms the high-density centralized and low-density decentralized forms (Ishii et al., 2010). On the other hand, other researchers have noted that lower density in residential settings gives rise to more heat island formation than higher density, as it brings about more radiant heat energy (Yao et al., 2020). As such, policy makers should consider compact moderate-to-high-density residential development patterns for reducing emission of radiant heat energy (Stone and Rodgers, 2001).

A wide range of research has been conducted to study GHG emissions from residential sources such as space heating and household electricity use in the context of different patterns of urban development (Glaeser and Kahn, 2010). In has been found that, besides these sources, GHG emissions is largely caused by people commuting to and from work (Legras and Cavaillon, 2016). According to the Energy Information Administration, the state average transportation sector share of energy-related CO2 emissions is 36.7%, representing the largest proportion among the commercial, electric power, residential, industrial, and transportation sectors. Although fuel efficiency has improved, this is still more than offset by the effect of increases in total travel and freight movement, which is expected to lead to transportation energy consumption peaking in 2020 (U.S. Energy Information Administration, 2019). It should be noted there are many important factors affecting household commuting behaviour, particularly the spatial evolution of urban development (Hawkes, 2014). Although the transformation of urban form has a limited effect in terms of influencing GHG emissions in the short term, (due to the considerable amount of time required to build up the supporting infrastructure), it can...
be very efficacious in the long run. Therefore, it is important to understand how urban development, and the variables underlying different urban forms, affect household commuting behaviour and, ultimately, the mitigation of vehicle GHG emissions at the household level.

To better understand the role of sustainable urban development in GHG mitigation, in recent years a number of scholars have studied the influence of urban form on individual household CO$_2$ emissions. Dulal et al. (2011) examined the empirical and theoretical evidence linking land-use policy to transport emissions and investigated the impact of residential and employment density on travel demand. Anderson et al. (1996), meanwhile, targeted urban transport energy use in order to evaluate the current state of integrated urban form models and energy utilization in the environment.

This study presents a comprehensive review of the impact of urban form on the GHG emissions from household vehicles. The introduction is followed by a comparative study encompassing the methods used for identifying the relationship between urban form and vehicle GHG emissions. Household vehicle GHG emissions in different urban forms are then investigated, drawing upon various existing studies for discussion purposes. In the next section, the internal variables that define urban form, such as density, connectivity, land use mix, and accessibility, are discussed with respect to their degree of influence on household vehicle GHG emissions. Finally, a discussion of opportunities in urban form which may be conducive to household vehicle GHG emission mitigation in the long term is presented.

2. Methods Used for Identifying the Relationship between Urban Form and Vehicle GHG Emissions

2.1. Panel Data Analysis

Panel data, also known as longitudinal or cross-sectional time-series data, are a dataset in which the behaviour of entities is observed across time. Corresponding to panel data are cross-sectional data and time series data. Cross-sectional data are a collection of observations for multiple subjects at a single point in time, which means it is a one-time survey with no relation to time. Time series data, meanwhile, are a collection of observations for a single subject at different time intervals. It reflects the state of degree of change of a thing or phenomenon over time. Panel data are usually collected over time and for different individuals, and then a regression is run over these two dimensions (Figure 2). In this respect, the notable feature of panel data is that the sample has time continuity. As a result, the cost of collecting panel data is usually high and the data are not easy to obtain, although such data are widely used in social science, epidemiology, and econometrics to examine underlying influencing factors. The use in these fields is due to the characteristics of high degree of freedom and less multicollinearity, hence,
which can improve the efficiency of estimation. There are two types of panel data models, the unobserved effect model and the pooled regression model. Usually there are unobservable variables affecting urban form, so the unobserved effect model is applied in this field of study as a way of characterizing relationships.

The unobserved effect model can be further divided into the fixed effect (FE) model, the random effect (RE) model, and the mixed effect (ME) model. The FE model is used to study only the internal variation of sample data with time (i.e., changes in the same sample data at different time points), while it does not consider the variation between different data (i.e., heterogeneity). It can effectively eliminate time-invariant factors and tends to make the results more accurate. As such it is proven to be a superior option when studying individuals as the whole study population. Many scholars have used the FE model to analyze the factors that influence GHG emissions.

$$\text{CO}_2 = \beta_1 + \beta_2Y + \mu_i + \epsilon_i,$$

where $\text{CO}_2$ is the CO$_2$ emission of city $i$ in year $t$, $\beta_1$ is the scalar coefficient, $\beta_2$ is the vector of parameters, $\epsilon_i$ is the random error, and $Z_i$ is the pattern metrics to describe the change of urban form. Ten regression models were separated by the explanatory variables to estimate the relationship between CO$_2$ emissions and urban form. The criteria for choosing panel data analysis, it should be noted, are with low correlation among variables and low multi-collinearity among all regression models. After the operation, TA, COHESION, AI CONTIG, AWMSI, AWMPFD, and LSI all showed statistical significance.

Yang et al. (2015) dealt with the quantification of direct CO$_2$ emissions in the same manner as Fang had for the transportation sector. In addition to direct emissions, the indirect emissions of CO$_2$ from heat and electricity consumed in the transportation sector were also included. Seven factors representing socio-economic, urban form, and transportation were chosen as the independent variables, while average city size (ACS), urban population density (UPD), and urban road density (URD) were the key metrics of urban form employed. The method they used for calculating URD was to divide the total length of urban roads by the total developed area of the city. Besides the LLC unit root, the Augmented Dickey-Fuller (ADF) was employed for the assumption of individual unit root.

In addition to using panel data to directly estimate the relationship between urban form and GHG emissions, the same method can also be used to study the relationship between urban form and vehicle-miles travelled (VMT), which also indirectly affects GHG emissions. Su (2010) collected the panel data from 85 urban areas in the United States and applied a system, dynamic panel data (DPD) estimation, to estimate the model. The core of the mixed-effect model Su proposed is to divide the variation of each variable into individual and intra-individual variations, then show the relationship between these and the dependent variables. The mixed-effect model not only can study the internal differences between individual variables and dependent variables and thereby avoid the interference of missing variables, but also can examine the influence of fixed time factors on dependent variables through the differences between individuals. A notable innovation of Su’s work is that it employed a Hausman test to prove the correlation between the individual effects and the explanatory variables, justifying the use of the system DPD estimation. In this dynamic demand equation, the VMT per capita is influenced by real gasoline price, real household income, urban spatial characteristics such as urban area size, road density, population density, peak per freeway lane-mile, city age, heavy rail and light rail availability, and transit passenger miles per capita.
Barla et al. (2011) examined the influence of land use and transit supply characteristics on the GHG emissions from urban transportation, with the characteristics of individual and household taken into account as the determinants. They took Québec City as an example to apply an activity-based longitudinal panel survey which involved information about household activities and trip data from 400 respondents belonging to 250 households. In their study, the amount of GHG emission was divided into two distinct emitting modes: private vehicles (PV) and public buses (B). The estimated calculation of PV referred to the average fuel consumption rate of vehicles, the average speed correction factor, the estimated distance in the trip, the emission factor, and the number of passengers in the vehicles. The calculation of GHG emissions for public bus involved the fuel consumption rate (58.9 litres of diesel per 100 km), the estimated distance, the emission factors for bus transit, and the average number of passengers on board during peak and off-peak periods. The city was characterized into four areas based on the historical development, the center, the old suburbs, the new suburbs, and the periphery, while the land use patterns in these four zones were described in terms of residential density and job density. The results showed 1.2% reduction in travel emissions of a given resident was to move to a neighbourhood that is 10% denser. In terms of transit supply, they found that a reduction in bus travel time would be more effective in reducing travel-related GHG emissions.

2.2. Structural Equation Modelling

Structural Equation Modelling (SEM) is a method for establishing, estimating, and testing causal relationship models that consists of a measurement model and a structural model. Measurement models are used to describe the relationship between indicators and latent variables, while structural models are used to describe the relationships among various latent variables. In general, the relationship among latent variables is also shown in the structural model, and this is typically the focus of the given study. The entire data analysis process of SEM is often used in the fields of economics, social science, management, and psychological research. In a model of this nature, both observable explicit variables and latent variables that cannot be directly observed may exist. Traditional statistical analysis methods cannot properly accommodate these latent variables, whereas SEM can replace multiple regression, path analysis, factor analysis, and covariance analysis to clearly analyze the effects of individual indicators on latent variables and the interactions between individual indicator relationship by calculating direct effects, indirect effects, and total effects. Total effect refers to the sum of direct effects and indirect effects. A comparison among three analysis methods, linear correlation analysis, linear regression analysis, and SEM, was described in a previous study of Kaplan (1995) (Table 1).

Liu and Shen (2011) examined the effects of urban land use characteristics on household travel and transportation energy consumption, and applied SEM to model the linkage between urban form and household transportation energy consumption in the Baltimore metropolitan area. The vehicle characteristics, including type, vehicle age, VMT, and energy consumption, were collected from National Household Travel Survey (NHTS) data. In terms of urban form, density, design, land use mix, and accessibility were considered as the primary dimensions used for testing its influence on travel. In their research, the multivariate regression model was used to examine the relationships among urban form characteristics (density, land use mix, street design and accessibility), household socioeconomic characteristics, vehicle characteristics, and household annual VMT. The results showed that the most significant variable in urban form is accessibility. However, in reality, separate single regressions are unable to analyze the complex relationships existing among urban form variables, VMT, energy consumption, and vehicle characteristics. In their SEM, the endogenous variables included VMT, vehicle gasoline consumption, and vehicle characteristics, while characteristics such as travel mode, vehicle type, and speed were considered as intermediate variables. The structural coefficient, it should be noted, is the direct effect of a variable, while the mechanism of indirect effect is that it is exerted through one or more endogenous variables. It was found that urban form had total effects rather than direct effects on VMT, which means urban form may influence the travel speed primarily and thus indirectly influence VMT. Moreover, they found that denser form had both direct and total effects on the travel mode, especially for inducing walking as a travel mode choice.

Lee and Lee (2014) used multilevel SEM based on weighted least squares estimation in conjunction with the missing variable method to examine the relationships between total household CO₂ emissions from transportation and residence and multiple endogenous variables. Multilevel SEM is a combination of multilevel linear modelling and conventional SEM. When analyzing the data, it can moderate bias and enhance statistical power (Preacher et al., 2011). Due to the limited data available

<table>
<thead>
<tr>
<th>Table 1. Comparison among Analysis Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis method</td>
</tr>
<tr>
<td>Linear correlation analysis</td>
</tr>
<tr>
<td>Linear regression analysis</td>
</tr>
<tr>
<td>Structural equation model analysis</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
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for their study, the CO₂ emissions from household travel in independent models were analyzed. Two endogenous variables considered were VMT and CO₂ emissions in the transportation sector, while the predictors with regard to urban spatial structure variables involved population density, population centrality and polycentricity. The way they estimated the CO₂ emissions from household driving was by using the annual VMT, MPG variables, and emissions factor, then calculating the annual gasoline consumption of each vehicle and the associated CO₂ emissions. They found that the amount of carbon emissions from the transportation sector is more dependent on urban form variables when compared to the residential sector.

Compared with other data analysis modelling methods, SEM has three advantages. First, unlike regression analysis, SEM can handle multiple dependent variables simultaneously. Second, it can better sustain measurement errors in the independent and dependent variables than can other methods. Third, considering that the existing relationships between latent variables and their structures in the same study will influence each other, SEM can simultaneously estimate the structure of a single latent variable and the relationships among all latent variables. Fourth, while traditional factor analysis is challenged to deal with an indicator that belongs to multiple factors or with models containing higher-order factors, SEM can accommodate more flexible measurement models. Finally, SEM has the advantage of being capable of estimating how well the entire model fits.

2.3. Other Methods

The above two models are suitable for research with many variables and complex relationships, especially those with large time spans and indirect effects. In addition to these two models, in the field of carbon emissions and urban form structures, when the research variables are not complicated, direct linear regression can also be used. A number of past studies have, after defining the dependent and independent variables, applied direct linear regression methods to prove the existence of causality.

For instance, Zahabi et al. (2012) used Montréal as a case study, drawing upon neighbourhood typologies to estimate the relationships among urban form, transit accessibility, and emerging green technologies, seeking to ascertain the impact on GHG emissions amount at the trip level for the year 2003. For calculating the amount of GHG emissions, private motor vehicles and public transit were distinguished as the two emitting mode categories. With regard to private motor vehicle trips, the emissions were evaluated based on distance and average speed at the link level, vehicle fuel consumption rate, and emission factors. In terms of urban form and transit accessibility, there were three indicators taken into account: residential density, land use mix, and transit accessibility. An approach employing a nine-cell grid with 500 m sides was applied to the city’s metropolitan area, creating a buffer of 900 m radius. After measuring these three indicators, neighbourhood typologies were created accordingly. In order to test the impact of UF and TS on GHGs, an OLS regression was carried out in which the population density, land use mix, and transit accessibility were entered into the model. It was integrated with a simultaneous equation model, and then the neighbourhood typology choices were modelled as simultaneous outcome choices. Finally, the grid cells with households were classified into five clusters using K-means statistical cluster analysis. The results showed that as the population density, transit accessibility, and land use mix index decrease from the central neighbourhoods to the suburbs, the GHG footprint per household will increase correspondingly.

Bereitschaft and Debbage (2013) applied existing sprawl indices and spatial metrics to quantify urban form, and used a series of linear regression models to assess the relationship between air pollution (dependent variables) and various variables in urban form and urban sprawl (independent variables). The data used in their air mitigation measurement were the nonpoint source emission of the precursor nitrogen oxides and volatile organic compounds (VOCs), the concentration and the non-point source emission of the ozone and fine particulate matter (PM2.5), as well as the emission of CO₂ from on-road sources. The different sprawl indices were used for reference on the basis of residential density, land use mix, street accessibility, and degree of centering, which are the main components of urban form. Furthermore, urban continuity and urban shape complexity were considered as variables to expand the potential connections between urban form and air pollution. In sixty linear regression models, each model included one or more measurements of urban form/urban sprawl, and combined four or five related control variables as independent variables. Six variables, temperature, moisture, average annual wind speed, metropolitan population, regional population within 500 km, and metropolitan land area, were incorporated as the indirect influencing indicators. Their results showed that increasing continuity could reduce the VOC emissions while increasing urban shape complexity could contribute to NOx emissions and annual PM2.5. Moreover, the urban sprawl indices were proven to have a significant influence on air pollution, while only the residential density was found to have a significant impact on on-road source CO₂ emissions.

Makido et al. (2012) carried out correlation analyses to research the relationship between urban form and CO₂ emissions after applying remote sensing in fifty cities in Japan with similar socio-economic characteristics to consider the physical attributes for developing spatial indices of urban form. In their spatial metrics, compactness index (CI) and compactness index of the largest patch (CILP) were the two indicators of compactness, while area weighted mean shape index (AWMSI) and area weighted mean patch fractal dimension (AWMPFD) represented complexity. A higher CI is indicative of less fragmentation and larger urban settlement patches, further indicating a regular “shape” and a lower “number” of patches. CILP, meanwhile, expresses the overall shape of an urban center, while AWMSI represents the irregularities and complexities in the shape of a given patch. AWMPFD was introduced as a way of describing the granulation of shapes. The buffer compactness index (BCI) was also considered in their study as a means of indicating the distance and density of a city sprawl ed between central business areas and suburban areas, where
Table 2. Published Studies about Urban Form Variables and Pollutant Variables Adapted by Bereitschaft and Debbage (2013)

<table>
<thead>
<tr>
<th>Scale</th>
<th>Pollutant variables</th>
<th>Urban form variables</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>83 U.S. PMSAs (primary</td>
<td>O₃ concentration</td>
<td>Residential density, centrality, mix of uses, street connectivity</td>
<td>Ewing et al. (2002)</td>
</tr>
<tr>
<td>metropolitan statistical area)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45 U.S. MSAs (metropolitan</td>
<td>O₂ exceedance, VOC,</td>
<td>SGA sprawl index, residential density, centrality, mix of uses, street connectivity</td>
<td>Stone Jr (2008)</td>
</tr>
<tr>
<td>statistical area); PMSAs</td>
<td>NOₓ emissions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80 U.S. “regions” (associated</td>
<td>O₃ concentration,</td>
<td>SGA sprawl index</td>
<td>Schweitzer and Zhou (2010)</td>
</tr>
<tr>
<td>with SGA index PMSAs)</td>
<td>exposures; PM2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>83 global cities MSA scale</td>
<td>NO₂ concentration</td>
<td>Compactness and contiguity of development</td>
<td>Bechle et al. (2011)</td>
</tr>
<tr>
<td>111 U.S. urban areas</td>
<td>O₃ exposure, PM2.5</td>
<td>City shape, jobs–housing imbalance, population centrality, population density, road</td>
<td>Clark et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>exposure, LAQI</td>
<td>density, transit supply</td>
<td></td>
</tr>
<tr>
<td>30 provincial capital cities in</td>
<td>CO₂ emissions</td>
<td>TA, LPI, AWMSI, AWMPFDI, PARA_MN, PLADJ, COHESION, AI, LSI, CONTIG</td>
<td>Fang et al. (2015)</td>
</tr>
<tr>
<td>China</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33 provincial capital cities in</td>
<td>CO₂ emissions</td>
<td>Average city size, urban population density, urban road density, per capita GDP, per</td>
<td>Yang et al. (2015)</td>
</tr>
<tr>
<td>China</td>
<td></td>
<td>capita disposable income of urban households</td>
<td></td>
</tr>
<tr>
<td>Household level</td>
<td>CO₂ emissions</td>
<td>Gender, university diploma, age group, household size, employment status, income</td>
<td>Barla et al. (2011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>group, residential zone</td>
<td></td>
</tr>
<tr>
<td>Household level</td>
<td>CO₂ emissions</td>
<td>Population density, population centrality, polycentricity</td>
<td>Lee and Lee (2014)</td>
</tr>
<tr>
<td>City level-Montreal</td>
<td>CO₂ emissions</td>
<td>Residential density, land use mix, transit accessibility</td>
<td>Zahabi et al. (2012)</td>
</tr>
<tr>
<td>86 U.S. metropolitan areas</td>
<td>NOₓ emissions, VOC,</td>
<td>Residential density, land use mix, transit accessibility</td>
<td>Bereitschaft and Debbage (2013)</td>
</tr>
<tr>
<td></td>
<td>PM2.5, CO₂ emissions</td>
<td>degree of centering, urban continuity, urban shape complexity</td>
<td></td>
</tr>
<tr>
<td>50 cities in Japan</td>
<td>CO₂ emissions</td>
<td>CI, CILP, AWMSI, AWMPFD, BCI</td>
<td>Makido et al. (2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Constant Density and Suburban Nation population distribution</td>
<td></td>
</tr>
<tr>
<td>Municipality level</td>
<td>CO₂ emissions</td>
<td></td>
<td>Matsuhashi and Ariga (2016)</td>
</tr>
</tbody>
</table>

A high degree of compactness and monocentricity is associated with a larger BCI value. Among the six dependent variables, industrial sector, commercial sector, residential sector, transportation sector, passenger transport, and freight transport, only the residential and passenger transport sectors were found to have relatively high correlation with the spatial metrics.

Hankey and Marshall (2010) developed six scenarios for high and low sprawl in urban growth in the United States, applying a Monte Carlo approach and employing three vehicle and fuel technology scenarios to estimate the total passenger vehicle kilometers travelled (VKT) and resulting GHG emission for US urban areas in the future. Based on the urban growth patterns in 142 US cities during the period 1950 to 2000, they predicted six scenarios: three scenarios corresponding to the smallest, average, and largest decadal changes in population density from 1950 to 2000, and three bounding scenarios, which were Infill Only, Constant Density, and Suburban Nation. They used four parameters, population, area, population density, and linear population density, to capture the growth scenarios by generating Monte Carlo statistical distributions. The total VKT was predicted based on the population and population density, and then the passenger vehicle GHG emissions were calculated based on the technology scenarios. In their Monte Carlo method, the population distribution, the population/area correlation and the VKT population-density correlation were the three input parameters used for the scenarios for the year 2020. In terms of the technology scenarios, it involved vehicles and fuels. They proposed three possibilities which could influence fuel carbon content and vehicle efficiency for the future. The first was a base case technology scenario which assumes gasoline will still be the mostly widely used fuel in the future, with a stable life cycle assessment emissions factor. The second technology scenario involved a combination of gasoline from tar sands and coal-to-liquid technology replacing conventional gasoline. The third included fuel-efficient light duty vehicles, such as hybrid electric vehicles as the most widely used vehicle on the road. The results pointed to a high likelihood that increasing annual VKT will more than offset any progress in vehicle and fuel technology if urban form development modes are overlooked.

Matsuhashi and Ariga (2016) determined the correlation between past municipal population distribution and passenger car CO₂ emissions in Japan for the period 1980 to 2005, and then simulated the emissions in 2030 under both compact and dispersed scenarios. In the first step, a regression analysis was employed to analyze the relationships between the population...
distribution and the CO₂ emissions from passenger cars. The results were also used for the subsequent scenario analysis. The total annual emissions were calculated as the aggregation of emissions by weekday and non-weekday, municipality and vehicle type. Other factors needed for the calculation included the emission factor, travel distance per trip, vehicle registration, and the number of trips. The vehicle types considered in determining the emission factor included mini cars, small cars, buses, mini freight vehicles, light duty vehicles, passenger-freight vehicles, heavy duty vehicles, and specific purpose vehicles. With regard to the population distribution, a tertiary mesh was created to divide the country into a grid of 1 km x 1 km mesh cells. Through the cohort change ratio method, future scenarios were constructed based on the opposite patterns of population distribution changes recently observed. The results showed that the difference in emissions per capita between the compact and dispersed scenarios is roughly 5% in Japanese municipalities as a whole. Finally, Bereitschaft and Debbage (2013) conducted a review of prior studies evaluating the direct associations between variables in urban form and air pollutions, where a number of related studies focusing on the direct relationship between the variables and GHG emissions were also incorporated into their review (Table 2).

3. Household Vehicle GHG Emissions in Different Urban Forms

3.1. Dispersed City

The distinguishing features of a dispersed city are low residential density, low accessibility for newly built settlements, and a central business district with a small concentration of population and employment (Muñiz et al., 2006). Among the wide range of factors that have accelerated new housing construction and urban dispersion in recent decades, the mass diffusion of cars is one of the most influential factors. Furthermore, the cost for constructing new settlements in suburban areas is much lower than that in the historic center as the revitalization of mature areas is costly (Balas, 2000). In addition to these economic considerations, political factors may also be key determinants of urban development patterns. The high degree of administrative fragmentation and local autonomy may cause unfair financial competition in the process of attracting land investment, which will lead to decentralized urban development (Carruthers, 2003).

Urban dispersion can bring about two groups of environmental implications. The first is the direct environmental costs resulting from scattered development of new housing. Contrary to the compact pattern of development, isolated housing patterns lead to more waterproof land and water consumption. It also entails the loss of rich soil, and a higher degree of land fragmentation and homogeneous land use patterns. The second group of effects has to do with the pattern of commuting in dispersed urban areas. The associated effects on the environment include noise and air pollution, land occupancy, and traffic accidents. Urban dispersion uses up land that would otherwise be available for ecological uses, while the excessive energy consumption leads to air pollution, exhaustion of non-renewable energy, and gas emissions, which ultimately contribute to climate change (Anderson et al., 1996; Wu and Xia, 2019; Chen et al., 2020; Liu et al., 2020).

Ewing and Rong (2008) conducted a study investigating the relationship between the choice of housing type and urban form, and found that multifamily housing is seven time less popular in dispersed areas than in compact areas. With their study combining path analysis, they concluded that residential energy use will be higher in sprawling urban development due to the low density and the prominence of large, single-family detached housing. Yang et al. (2015), meanwhile, obtained the result that a 1% increase in the built-up area will contribute to a 0.08% increase per capita in the CO₂ emissions of the transportation sector. Especially when public transportation is limited and there is a spatial mismatch in the dispersed areas of the city, this will lead to increasing use of motor vehicles rather than sustainable travel modes such as public transportation, cycling, and walking. They noted that a polycentric structure, alternatively, can reduce commuting distance through the establishment of commercial, and entertainment subcenters (Lee and Lee, 2014). They used several measurements to create a polycentricity index: subcenters’ share of center employment, the number of subcenters, the slope of the rank-size distribution, and the primacy and commuter shed ratio.

Several studies have sought to characterize the causal connection among shorter average commute time, polycentricity, and carbon emissions (Crane and Chatman, 2002; Meijers and Burger, 2010; Gordon and Lee, 2015). In the United States, the use of private cars in medium and large cities tends to supersede transit use due to the lack of convenient public transport station design and extensive coverage of route arrangements. As a result, for mitigating the carbon emissions, the public transportation networks should be highly compatible with polycentric urban area. Furthermore, they found policy strategies such as transit subsidies to greatly reduce the VMT (by nearly 46%) and transportation-related CO₂ emissions (by 18%). Meanwhile, Bereitschaft and Debbage (2013) showed that the irregular boundaries with highly complex characteristics in the less compact urban landscapes commonly found in the dispersed city increase the number of cars and the duration of car travel times. In their experiment, they found that the annual PM2.5 emissions would increase by 3055 tons (12.4%) as a result of a standard increase in urban shape complexity. In another study, Barla et al. (2011) proposed polycentric urban development to help reduce the level of emission, with their results demonstrating that a 2.7% curb in emission would result from a 10% reduction in commuting time.

3.2. Compact City

Opposite to the form of urban sprawl, compact city has since the 1990s been the consensus choice among researchers for promoting energy-efficiency and reducing pollution, as it encourages walking, cycling, and public transit use within the city (Abdullahi et al., 2015; Lee et al., 2015; Chang and Chen, 2016). Several compact city indicators have been developed, such as density, land use, trip distance, and availability of public transport.
transport services (OECD, 2012; Lee et al., 2015; Mizutani et al., 2015; Lee and Lim, 2018). When considering carbon emission in the private transport sector, many scholars have connected the indicators of compact city development with commuting behaviour and analyzed their relationships. Fang et al. (2015), for instance, demonstrated that travel distances can be reduced in a more compact city through the use of private vehicles, since the time and distance of commuting will be increased along with the decreasing degree of compactness associated with intricate and irregular boundaries. They also noted that the efficiency of city operation and urban land use intensity have positive correlations with the degree of compactness. They considered that, for a fast-growing city, the compact and continuous form is favorable for mitigating CO2 emissions once an optimum degree of compactness and matching public service system investment are achieved; otherwise, problems such as overcrowding will have a detrimental environmental effect. Liu and Shen (2011), meanwhile, in a study of U.S. cities, found that the choice of compact cars and non-motorized travel modes would increase in a denser city area. The compact car is a vehicle size class which is predominantly used than other vehicle classes in North America. It has better gas mileage than larger vehicles and thus reduces fuel consumption. From the perspective of spatial structure, the compact city emphasizes central development rather than a polycentric urban spatial structure (Gordon and Richardson, 1997).

Lee and Lee (2014) derived a centrality index based on the central business district’s population share, area-based centrality index ratio of weighted to unweighted average distance, and population density gradient. They argued that population density can serve as a catch-all variable to represent compact urban form. The results of their multilevel SEM demonstrated a re-

Figure 3. Correlations between variables in urban form and emissions in published studies.
duction in CO$_2$ emission from household travel and energy consumption by 48% and 35%, respectively, relative to population-weighted density. As Bereitschaft and Debbage (2013) have asserted, compared with the tree-lined suburb, a compact area with denser population, convenient transportation, low per capita car ownership, and shorter distances to pedestrian and cycling destinations will have far lower carbon emissions. In terms of the CO$_2$ emissions from the passenger transport sector, Makido et al. (2012) have suggested that regular shape and compact density of urban settlements could result in lower per capita emissions. However they noted that residential emissions can increase along with excessive density and monocentric urban development. Hankey and Marshall (2010), meanwhile, referenced three scenarios of urban development for the purpose of predicting future GHG emissions. Looking at these scenarios, per capita VKT was found to increase in the Constant Density mode and Suburban Nation mode but decrease in the Complete Infill mode. They predicted that the emissions in the Complete Infill mode in 2020 would see an 18% decrease compared to the year 2000, while the emissions in 2020 in the Suburban mode would see a 17% increase compared to 2000. However, Marshall et al. (2005) considered that if the density elasticity magnitude is minimal or if the standards for vehicle emission system are low, compact cities may actually see worse air pollution than a conventional compact urban mode. Indeed, factors that reduce the average vehicle speed through intensive congestion, whether in low- or high-density cities, may worsen emissions and individual exposures to the vehicle pollutants. Furthermore, because of the density of compact cities, the exposure to air pollutants such as PM may also increase. In order to enhance the function of compact development in mitigating emissions, then, corresponding improvements in fuel and vehicle technologies should be pursued (Hankey and Marshall, 2010; Yao et al., 2020).

4. Variables in Urban Form That Affect Household Vehicle GHG Emissions

A variety of variables have been introduced to study the relationship between urban form and vehicle emissions (Figure 3). The size of the blue circle on the world map in the figure represents the amount of current research activity. It can be clearly seen from the figure that relatively little research in this area is underway in developing countries. This section will mainly analyze the essential variables based on the frequency of their appearance in previous studies.

4.1. Density—A Tool to Analyze Social and Physical Qualities of Urban Environments

Density as a concept in urban development was introduced in the 19th century as a way of diagnosing and analyzing sprawling and overcrowded cities. The focus of studies in urban density then shifted from city development and migration to quantitative and qualitative analyses of the social and physical qualities of urban environments for the purpose of encouraging sustainability and vital human interaction in urban environments (Berghauser Pont and Haupt, 2009). Yang et al. (2015), for instance, employed urban population density and urban road density as the key variables in examining the relationship between density and CO$_2$ emissions in China. They found that a 1% increase in urban population density and urban road density would result in 0.22% and 0.16% increases in per capita CO$_2$ emissions, respectively. Studies of urban area in the United States have shown similar results in terms of road density. For instance, Su (2010) found that VMT increases along with incremental road density, while more frequently travelled and longer distances result in less burdensome and less time-consuming travel in the United States. This suggests that simply complicated road density may actually result in more travel time and may increase per capita GHG emissions. In a similar study, Liu and Shen (2011) selected population density at the block group level from NHTS data to represent urban density in their analysis. They found that population density has indirect negative effects on VMT through intermediate variables such as vehicle speed, particularly the relationship between on-road vehicle emissions and changes in vehicle speed and engine load when driving conditions change. Emissions of CO and NO$_x$ have also been proven to have significant positive correlations with vehicle speed (Kean et al., 2003).

When looking at the direct effects, density can have a positive influence on walking mode choice, meaning that people in a denser area are more likely to prefer walking as a travel mode choice than are people in a less dense area. Residents of higher density neighbourhoods are also more likely to have smaller and more fuel-efficient vehicles. These indicated that the per capita CO$_2$ emissions will be lower in a denser area. Lee and Lee (2014) used a population-weighted density as an alternative to conventional population density measurement to better capture density at a block group level. Their results showed the relatively prominent effects of density on household CO$_2$ emissions. Under the same conditions, if all the direct and indirect elastic factors are combined, they found that the population-weighted density increases by 10%, and the CO$_2$ emissions generated by travel are reduced by 4.8% correspondingly. They proposed two possible explanations of this result. First, high-density developments can provide more alternative transportation modes and reduce the distance between different destinations, thus mitigating household VMT. Second, the passenger load of public transit is higher in high-density communities, and this increases carbon efficiency per passenger mile. Regarding population density, Zahabi et al. (2012) have argued that calculating the approximate population in each grid cell based on land use data (such as data from Desktop Mapping Technologies Inc., for example) can be an accurate method for allocating population. Their study in Montréal tried to figure out the relationship between transportation GHG emissions and urban form. Based on the fact that the Montréal region has a slightly higher population density and larger transit load than some U.S. cities, the results found that a 10% increase in population density would result in a 2.49% mitigation of household GHG, a finding seemingly more intuitive than those of previous North American studies. Bereitschaft and Debbage (2013), meanwhile, applied four system indices to represent urban sprawl level, population density being one of most the impor-
tant measurements among four of them. Having conducted a regression test, they found that the level of population density also has a significant positive relationship with ozone concentration. In terms of the CO₂ emissions from on-road sources, residential density was the only variable in urban form in their study which was shown to have a significant impact. With the same standard increase in residential density, they found that there would be a 22% reduction in CO₂ emissions from on-road sources.

As an improvement upon the simple average population density metric used in other studies to capture population concentration, Makido et al. (2012) have argued that spatial determinants such as CI and BCI can be used to explain urban density in terms of distinguished patterns of settlement. They concluded that well-organized settlements with higher populations can reduce emissions in general, while massive density and mono-centric urban settlement could aggravate the residential emissions as well. As a possible explanation, they pointed to the compromising with the flexibility of building design principles in compact settlements. Zahabi et al. (2012) examined the case of Québec City and found that the average residential densities (people/km²) in the center, the old suburbs, the new suburbs, and the periphery in as of 2011 were 4351, 2082, 1307, and 506, respectively. Accordingly, compared with the travel emission in the center, the emission in the old suburbs was found to be 19% higher, in the new suburbs 27% higher, and in the periphery 70% higher.

To provide insights into the expansion of road networks in the city over time, Hankey and Marshall (2010) introduced the Linear Population Density (LPD) as one variable of urban form to measure the number of people along a transect of an urban area. They then predicted the VKT based on the average population density in one urban area from transportation data. In the most-dense city considered in their study, Miami, where the population density is 2480 km⁻², they predicted the VKT to be 30.9 km day⁻¹ person⁻¹. In the least-dense city under study, Kansas City, the density is 530 km⁻² and accordingly they predicted the VKT to be 46.7 km day⁻¹ person⁻¹.

4.2. Mono-Centric—A Single and Prespecified Center with Production Activities

With regard to monocentricity, one assumption that has been widely adopted within the field of “New Urban Economics” is that any given city has a single center which is the focal point of production activities. It is also called the central business district (CBD) which has a fixed size and provides places of employment for the entire population. In terms of patterns of urban sprawl in the classical monocentric-city model, there are three land-use patterns: leapfrog development, scattered development, and mixed development (Mills, 1981). Radial discontinuity is a notable characteristic of leapfrog development while the other two forms feature circumferential discontinuity (Fujita and Ogawa, 1982). Boarnet (1994) noted that, in the case of the monocentric urban model, there are important links between transportation access and the structure of the city. Furthermore, as noted by Veneri (2010), the spatial characteristics of urban areas, such as degree of polycentricity and or of urban configurations, can affect the externalities of commuting. Makido et al. (2012) developed a Buffer Compactness Index (BCI) to determine the distance between the central business area and surrounding areas and the density at various distances from the city center. This index was based on the percentage of urban area in separate ring buffers defined by 1 km intervals from the city center toward the exterior. Among the various results of their stepwise regression analysis of spatial metrics, BCI was the only positive correaltive variable in increasing residential emissions per capita, which means that highly monocentric urban settlement likely increases residential emissions. Similarly, Cirilli and Veneri (2014) measured urban form in an urban area in Italy from intensity-based and spatial structure-based perspectives, estimating the level of urban mono-centricity by comparing the share of intensive employment in the central municipality. Compared with the polycentric development model, they noted, the monocentric model may entail less accessible amenities, especially in large urban areas, but either model may have high compactness. They concluded that, in large urban areas, the degree of mono-centricity is closely associated with GHG emissions. Bereitschaft and Debbage (2013), meanwhile, defined the degree of centricity in a city in terms of the proximity of housing and jobs for citizens to the CBD area. They found that the degree of centricity had a significant negative correlation with nonpoint source emissions.

4.3. Urban Sprawl—Major Source of Environmental Problems

One of the major environmental issues worldwide is urban sprawl, which is associated with consumption of agricultural and forested land, decreases in natural habitats and biodiversity, and progressive air pollution (Cai et al., 2020). Furthermore, the locations of households and businesses within cities will affect levels of GHG emissions and land consumption in urban structures (Legras and Cavaillès, 2016). As mentioned above, Fang et al. (2015) reviewed existing indices available in the literature and applied spatial metrics based on remote sensing data on land-use and land-cover. Tsai (2005) distinguished compact city and sprawled city by using quantitative methods with four metropolitan-form variables, namely, metropolitan size, density, degree of equal distribution, and degree of clustering. Matsuhashi and Ariga (2016) compared two population distribution scenarios for Sagamihara, Japan, in 2030, one a compact distribution and the other a dispersed distribution. The city was plotted using large-population meshes of cells representing the compact distribution scenario and the dispersed distribution scenario. In other words, in the compact scenario the city will have a denser urban structure than the dispersed scenario. According to their forecast results, under the condition of compact distribution, the annual per capita CO₂ emission level associated with passenger cars decreases with time, while under the condition of dispersed distribution, annual per capita passenger car CO₂ emissions increase with time. The annual per capita passenger car CO₂ emissions generated in the dispersed distribution scenario was estimated to be roughly 10% higher than the estimate of the same in the compact
distribution scenario.

Travisi et al. (2010) analyzed the relationship between urban sprawl and commuting in Italy using multivariate cross-section regression analysis and Causal Path Analysis, and their empirical results confirmed that urban sprawl is accompanied by intensive travel and associated environmental effects. They also noted that sprawl is one of the explanatory variables for the dependent variable “mobility impact index”. The level of sprawl was controlled by three factors in Travisi’s work: DENSITY (urban density was estimated as the gross density of cities), MIXITE (the ratio between jobs and residents) and RURAL (the rate of agricultural areas in the built environment). Car ownership by urban residents and urban sprawl itself have also been found to affect one another in a tradeoff relationship — urban expansion has exacerbated residents’ dependence on car travel, while the growing dependence on cars has, in turn, contributed to urban sprawl (Dulal et al., 2011).

The Smart Growth America (SGA) composite urban sprawl index has been widely used in research studies for observing the relationships among transportation impact, air pollution, climate change, and the level of urban sprawl (Ewing et al., 2002; Ewing et al., 2003; Stone Jr, 2008; Stone et al., 2010). The SGA index is composed of four components: residential density, street connectedness, regional centeredness, and land-use mix. Other than residential density, the components are also multipar index measures. The SGA index is an inverted scale, which means high scores represent more compactness while lower scores correspond to more sprawl (Schweitzer and Zhou, 2010).

4.4. Urban Shape Complexity—Physical Features of Urban Landscapes

Complexity is one of the spatial metrics employed to represent the physical features of urban landscapes. The area weighted mean shape index (AWMSI) and the area weighted mean patch fractal dimension (AWMPFD) were applied by Huang et al. (2007), Makido et al. (2012), and Fang et al. (2015) to measure the irregularity of the patch shape, representing complexity index. About AWMSI and AWMPFD, Fang et al. (2015) added another index, the landscape shape index, to measure the perimeter-to-area ratio of a given landscape as a way of describing urban shape complexity. AWMSI, it should be noted, represents the shape irregularity of the landscape structure by measuring the patches, while AWMPFD describes the raggedness of the urban boundary and implies an unplanned growth urban area. It is derived from the fractal dimension using remote sensing, which is a suitable method for measuring real-world cities (Longley and Mesev, 2000). Their results mentioned above in this paragraph showed different relationships among urban complexity, residential CO2 emissions, and transport CO2 emissions. The effect of urban complexity on residential CO2 emissions was found to be negligible (Makido et al., 2012), while on-transport CO2 emissions was significant. Residents who lived in higher-regularity and higher-density settlements tended to produce less per capita transport emissions, as their commuting activities were less influenced by the irregular edges of the cities. Nevertheless, compared with other factors, the role of complexity in reducing CO2 emissions has been found to be relatively insignificant Makido et al. (2012).

In the research of Fang et al. (2015), a high value of shape complexity implies a more irregular urban form, as indicated by increased commuting time and distance. Thus, increased CO2 emissions is closely associated with urban shape complexity in their research. Based on the notion of perimeter-to-area ratio, it should be noted, shape complexity can be understood as the “jaggedness” of the urban boundary. Bereitschaft and Debbage (2013) used principal component analysis (PCA) to categorize the multiple landscape metrics for measuring the shape complexity of urban development. As they noted, there are total four landscape metrics derived from multiple satellite-based metrics for measuring urban complexity: area-weighted mean shape index, landscape shape index, area-weighted mean patch fractal dimension, and edge density. They found that, after running a regression model, an increase of one standard deviation in urban shape complexity will result in an 8.7% increase in NO2 emissions and a 12.4% increase in PM2.5 emissions. The reason for this is that highly convoluted landscapes will lead to a rise in the number and duration of automotive trips.

4.5. Continuity—A Method to Measure the Uninterrupted Level in Urban Areas

Continuity refers to the extent to which land is developed in an uninterrupted manner in urban contexts. Continuity provides a way to measure the size of the development and the distance between the developed metropolitan area and any discontinuous areas (Tsai, 2005). It also provides a way to measure the level of polymerization or fragmentation between patches, i.e., “leapfrog” development (Bereitschaft and Debbage, 2013). Galster et al. (2001) defined continuity as a function of density, and they assessed the level of continuity in urban development by observing the number of the housing units and places of employment. The quantitative operationalization they proposed is divided into two steps. The first step is to determine whether a given cell in a grid of 1.5-mile square cells contains over 10 housing units or over 50 employees. The second step is to calculate the proportion of all such cells in the grid as way of measuring continuity (Galster et al., 2001). Fang et al. (2015), meanwhile, used COHESION (the connectedness of urban areas), AI, and CONTIG (the aggregation of urban areas) to represent the degree of urban continuity, which contributes to the connection and aggregation of a city. The average commuting distance in a fragmented and interspersed developed area, they noted, will be much farther than that in high aggregation and highly connected areas. They also found that urban expansion with a pattern of high connectedness is beneficial in terms of curbing CO2 emissions. In a similar study, Bereitschaft and Debbage (2013) used urban continuity to represent the degree of fragmentation of an urban landscape, where an area with highly integrated development is described as having high urban continuity. In such an area, they found, residents will
typically have shorter automotive trips and thus less carbon emissions from nonpoint sources due to there being less open space separating different parts of the city. In their study, they found that one standard deviation increased in urban continuity contributed to an 8,647 ton (or 9%) reduction in annual VOC emissions.

4.6. Land Use Mix—Reducing the Distance between Origin and Destination

Land use mix within a neighbourhood is important in terms of its effect on residents’ lifestyle, where the key advantage of mixed use is that it brings various origins and destinations closer together. The location of destinations within an acceptable distance can encourage residents to walk or bike instead of driving, thus reducing vehicle dependence (Duncan et al., 2010). In terms of assessing the impacts of land use mix on travel, the land use mix index evaluates the balance between distance from workplace to residence and the diverse functions such as recreational function and commercial function within the area under study. Liu and Shen (2011), for instance, considered land use mix as one of the variables in urban form. They captured the even level of square footage of various land uses such as commercial, residential, and official floor area located within a given household’s 1-mile buffer distribution. The results of their study were found to be consistent with the finding of a previous study in which land use mix has a modest effect on the elasticity of VMT (Ewing and Cervero, 2001). Stone et al. (2010) and Bereitschaft and Debbage (2013) both applied three elements, the ratio of jobs to population, the diversity of land uses, and the accessibility of residential uses to nonresidential uses, at the level of the transportation analysis zone and within a 1-mile radius to represent land-use mix attribute. Zahabi et al. (2012), meanwhile, combined with the nine-cell grid approach, defined land use mix in terms of an entropy index with residential, commercial, institutional and governmental, resource and industrial, and parks and recreation. They found that the promotion of land use mix plays a negligible role in reducing the carbon footprint of daily travel. Hankey and Marshall (2010) noted with respect to the U.S. context that encouraging policy measures such as zoning for mixed use is a common strategy for compact growth, as there are inherent connections among energy, environment, and land-use patterns. Cervero (1988) considered that mixed land-use planning policies could serve to mitigate energy consumption in the transportation system as an alternative strategy to trip chaining and curtailment of trip length. In another study, based on a survey conducted in the San Francisco Bay Area, Cervero and Duncan (2006) examined the degree to which job accessibility is associated with reduced work travel and how closely retail and service accessibility is correlated with miles and hours logged travelling to shopping destinations. They found that improving the jobs to housing land-use mix strategy can reduce travel. Ewing and Cervero (2010), meanwhile, conducted a meta-analysis of the literature on built environment and travel. They concluded that land use diversity can strongly influence the choice to walk and is a secondary factor for bus and train use. Similarly, other researchers have noted that, in order to reduce drive-alone travel, communities are increasingly seeking mixed land use planning strategies to mitigate GHG emissions from vehicles (Srinivasan, 2002; Krizek, 2003).

4.7. Accessibility—Describing the Performance of Road Network

Accessibility is one of the fundamental factors in shaping the dimensional organization of economic activities and contributing to traffic flow. Indeed, controlling the level of accessibility with regards to transport infrastructure endowment is critical in analyzing the relationship between spatial structure and the external effects of commuting (Cirilli and Veneri, 2014). Travisi et al. (2010) considered accessibility as one of the prominent factors in characterizing the relationship between travel impacts and the quality of public transport services. They used the variable, SHAREPUB, which captures the market share of public transport calculated with the proportion of all trips made by public transport used as the metric to represent accessibility. Kitamura et al. (2001) studied the effect of the level of accessibility on long-term and short-term travel behaviour. The prism-based measures used in their research showed that people might easily obtain opportunities to participate in activities in urban areas. In a similar manner, McConville et al. (2011) analyzed the accessibility of nonresidential land use and its influence on the choice of walking as a mode of transportation. They measured the street distance from the participant’s home to the closest instance of various land uses such as physical activity uses and social uses. Liu and Shen (2011) determined accessibility based on the number of jobs within a given zone, the travel time from zone to zone, and the travel flow matrices. In the initial regression outcomes, when controlling the other urban form variables and household characteristics, accessibility was found to be the most significant factor influencing household VMT. Zahabi et al. (2012) found, based on the grid approach, that higher transit accessibility is correlated with public transit stops being closer to the cell centroid (i.e., a smaller headway). They calculated this by aggregating each line’s closest stops to each cell, and found that a 10% increase in public transit accessibility is associated with a 5.17% decrease in household GHG emissions. They thus considered the promotion of transit accessibility to be just as important as improvements in the fuel-efficiency of vehicles in reducing GHG emissions.

5. Opportunities in Urban Form Planning for the Mitigation of Household Vehicle GHG Emissions

Based on the above review, the rational allocation of land, as well as the relationship between urban form and intelligent development and low-carbon transportation (and the associated opportunities), in various jurisdictions around the world can be summarized in terms of five notable aspects.

The first is the relationship between the model of urban space utilization and low-carbon development. The utilization pattern of urban space encompasses urban density and land use mix, where the density of a city can be represented as population density or employment density. Rises in the degree of
urban density and mixed function can effectively reduce the per capita car usage, thereby reducing fuel consumption and GHG emissions. It is thus necessary to strengthen mixed land use and diversified development, and to move away from the practice of zoning for a single function. It can help mitigate unnecessary traffic demand from the source, including reducing the number of trips and shortening the distance of travel, while simultaneously strengthening access to employment and services, and creating employment, leisure, and shopping opportunities within an acceptable proximity. This can significantly reduce the demand for travel, enabling people to reach work and shopping locations within a shorter time and lesser distance and thus reduce energy consumption and carbon emissions.

The second aspect is the relationship between urban spatial form and low-carbon development. The impact of urban space morphology on carbon emissions is mainly reflected in the continuity of urban space and the dispersion of centers. Continuous urban space helps improve accessibility between various urban activities, thereby reducing travel distance and keeping carbon emissions in check. A decentralized trend in development and construction of urban land, even in the form of leapfrog or enclave, is not conducive to the realization of low-carbon goals. The polycentric development model not only reduces travel distance, but also makes travel more balanced, controls urban sprawl, reduces the traffic congestion caused by excessive concentration in the center, and reduces the pollution and carbon emissions from traffic. At the same time, it can alleviate the strong heat island effect caused by the excessive concentration in a single center and thereby reduce the energy consumption required for space-cooling in the built environment.

The third aspect is the relationship between urban transportation mode and low-carbon development, specifically the changes in transportation structure as a result of low-carbon development. Based on the scale of the urban area, the development of urban public transportation and non-motorized travel in the transportation system should be supported, and the integrated development and operation of the public transportation system should be emphasized to make the regional transportation network adaptable to the spatial layout. Based on the scale of the neighbourhood area, the accessibility of walking and public transportation systems should be considered in order to reduce the dependence of residents on private cars. Increasing the density of urban public transport coverage, guiding public transport as a priority, designing optimal transfer plans, shortening bus travel time, and improving bus travel efficiency are all strategies that can enhance the attractiveness of public transport travel to residents. From the perspective of urban form and street design, replacing the development of major roads and street blocks with the development of small blocks and pedestrian paths can play an important role in encouraging low-carbon travel.

The fourth aspect is the promotion of energy-saving and energy-efficient vehicles, where governments can promote the use of energy-saving and low-carbon vehicles through policy measures such as financial incentives and taxation. Not only can this reduce the dependence on fossil energy, but it can also reduce the emission of automobile exhaust.

The fifth aspect is the promotion of low-carbon development through urban smart management. The CO2 emitted by vehicles in congested traffic is much more than that during high-speed driving. Intelligent transport systems (ITS) refers to a system designed to integrate residents, road networks and vehicles in order to resolve traffic problems such as traffic congestion, traffic accidents and environmental degradation. In this context, ITS, which is widely-used in Japan, can improve road use efficiency and thereby reduce congestion. The intelligent transportation technology, vehicle information and communication system (VICS), meanwhile, can alleviate traffic congestion by increasing vehicle speed, thereby improving fuel efficiency and reducing emissions. The intelligentization and informatization of transportation represent an important trend influencing future urban development patterns. Moreover, the combination of intelligent information technology and low-carbon technology, as well as urban scientific management, and the development and application of technologies such as big data can be used to promote smart energy management. Furthermore, the development and integration of technologies and management systems such as transportation, building energy efficiency, and circular economy will play a strong role in promoting the integration of resource allocation and the optimization of low-carbon technologies in urban settings.

6. Conclusions

The extent to which, and the manner in which, urban form and land-use planning strategies support sustainable transportation and the mitigation of GHG emissions from vehicles are contingent upon the effective coordination of different institutions and on strong political support. Given that a considerable amount of time is required to improve municipal infrastructure such as public transit systems, the effective and efficient use of land might have a limited influence on the mitigation of GHG emissions in the short term, but it will pay off in the long run. While car ownership and car dependence will gradually increase with a growing standard of living in the absence of policy interventions or robust public transit infrastructure, carefully designed urban development patterns and efficient public transport will effectively reduce traffic volume and the use of private cars.

This paper reviews the data types and analysis methods that are most widely used in studies on the impact of urban form on private vehicle GHG emissions. To study the change of carbon emissions caused by the evolution of urban form in a period of time, panel data type is a good choice for capturing dynamic changes. When dealing with the impact of urban form index on traffic emission and human travel behaviour, it is possible to characterize the relationship between multiple causes and results and to identify variables that cannot be observed directly. While traditional statistical analysis methods cannot properly handle these latent variables, SEM can effectively replace multiple regression, path analysis, factor analysis, and covariance analysis to clearly analyze the effects of individual indicators on latent variables and the interactions between indi-
vidual indicators by calculating direct effects, indirect effects, and total effects (Kaplan, 1995). This paper also demonstrates the scale and the manner in which the CO\textsubscript{2} emissions by the transportation sector are calculated, determining the difference in household vehicle GHG emissions between the dispersed city and the compact city accordingly. Seven high-frequency variables in urban form identified in the literature — density, mono-centricity, urban sprawl, urban shape complexity, continuity, land use mix, and accessibility — are compared in terms of how they define, and analyze the impact of, urban development patterns on travel behaviour and vehicle emissions. Finally, based on the rational allocation of land, suggestions and opportunities in urban form and intelligent development for low-carbon transportation are summarized from urban space utilization, urban spatial morphology, urban transportation mode, energy-saving and energy-efficient vehicles, and urban smart management perspectives.
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